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Abstract 

 
This research work used multivariate regression analysis to analyze babies’ birth measurements which is 

appropriate since there are several numbers of dependent variables and independent variables, usually the 

case in a real-life situation. The dependent variables [Lean Body Mass (LBM) Y1 and Body Mass 

Index(BMI) Y2] for some fixed values of the independent variables Head Circumference (CM) X1, Age 

(Days)  X2, Height (CM) X3 and Weight (Kg) X4]were collected. Furthermore, the work was able to fit a 

multivariate regression model (MRM) to the data sets collected, estimated the model parameters and 

obtained matrices of the fitted coefficients with its residual matrices. Evaluating the significance of the 

multivariate regression model parameters, by using Bartlett’s approximation test statistic to determine if 

any single variable Yi (Yi, i=1 and 2) is to be predicted from all the independent variables in the system. 

The research work was able to fit several multivariate regression models to the data obtained. From the 

models built, we notice that X2 (Age in Days) for model Y1 and also X1 [Head Circumference (CM)] and 

X2 (Age in Days) for model Y2 are not significant for female and male in Bayelsa State, while X2(Age in 

Days) for model Y2 is not significant for female and male in Rivers State. This result confirms that there 

are some independent variables, that is 0ij and shows that some independent variables explain the 

dependent variables.  

Keywords: Multivariate Regression, Bartlett’s approximation, Lean Body Mass, Body Mass Index and 

Head Circumference  
 

1. Introduction 

In this research, we considered a multivariate regression; a situation where we obtained a 

functional relationship between two dependent variables and two or more independent variables. 

These kinds of situations where we have two dependent variables and independent variables are 

in the realm of Multivariate Regression Model (MRM), while one dependent variable and two or 

more independent variables is a multiple regression. 

At this point, we emphasize the difference between multiple regression and multivariate 

regression, because there can be some confusion as to what constitutes a multivariate system in 

the context of a predictive model. An MRM is governed by the dimensionality of number p 

dependent variables. This is because the only distributions that play an important role in the 

theory of multivariate regression are the joint distributions of the dependent variables. When we 
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have just one dependent (p=1) variable, multivariate regression is reduced to a multiple 

regression [Udom, (2010)].  

The general multivariate regression model is given in the following matrix form;  

                          (1.1) 

where    is the pn   matrix whose ijth elements are 
jiy  the observed response of the ith 

individual on the dependent variable,   is the )1(  qn  matrix of the independent variables 

whose ith row is  iqiii xxxx ...,,1 21  ,   is the   pq 1  matrix of unknown parameters 

and   is an pn   matrix of errors (random variables) whose rows ie  are independent 

observations [random errors associated with the ith response] from a multivariate normal 

distribution with zero and covariance matrix, (Sen and Srivastava, 2000). We have 
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The assumption of multivariate normality is only necessary if inferences are to be made either 

for the predicted values or the parameters. 

The multivariate regression analysis deal with more than one dependent variable or where the 

dependent variables can be combined to identify what (or if any) changes in the independent 

variables have a significant effect on the dependent variables. 

The aim of this study is to construct a suitable multivariate regression model that can predict the 

dependent variables for some fixed values of the independent variables [i.e. Dependent variables 

are Lean Body Mass (LBM) Y1 and Body Mass Index (BMI) Y2; and Independent variables are 

Head Circumference (CM) X1, Age (Days)  X2, Height (CM) X3  and Weight (Kg) X4 ] .  

1. Fit a multivariate regression model (MRM) to the data collected and its parameters estimates. 

2. Obtain the matrices of fitted values and residuals 

3. Test the significance of the multivariate regression model parameters. 

4. Using Bartlett’s approximation test statistic to test if any single variable yj is to be predicted from 

all the independent variables in the system. 
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The data used in this research work were gotten from the Federal Medical Centre (FMC), 

Yanagoa, Bayelsa State, Nigeria and University of Port Harcourt Teaching Hospital (UPTH) 

Babies birth and Labour ward, Port Harcourt, Rivers State, Nigeria. 

2.Multivariate Regression 

Alexopoulos (2014), stated that multivariate regression analysis is used to forecast dependents or 

criterion variables from two or more predictor variables. Consider the sample regression model 

for n  observations with k  independent variables: e , 

where   is an 1n  column vector containing data on the dependent variables;   is an 

 1 kn  matrix containing data on the predictor (independent) variables;   is a   11 k  

column vector containing estimated regression coefficients; and e  is an 1n  column vector 

containing residual terms (errors) where ,̂e  then the n multivariate regression 

model is expressed as 
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Fahrmeir et al., (2007) stated that, multivariate regression is a scientific procedure that allows 

additional factors to enter the analysis separately so that the effect of each can be estimated. It is 

valuable for quantifying the impact of various simultaneous influences upon dependent variables. 

In addition, because of bias omitted variables with simple regression and multiple regressions, 

multivariate regression is often extremely important. 

2.1Body Mass Index and Lean Body Mass 

The body mass index (BMI), or Quetelet index, is a measure of an individual's relative weight 

based on mass and height. It is also defined as the individual's body mass divided by the square 

of their height – with the value universally being given in units of kg/m2 (Eknoyan, 2007). 

Mathematically, written as  

BMI = 
 2)(

)(

cmheight

kgmass
                                                                                        

The lean Body mass (LBM) is a measure of an individual's relative weight based on height. 
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LBM =      7236.06469.0
)()(0215.08.3 cmheightkgWeight                             

or 

LBM=3.8×ECV                                                                                                  

where ECV is called Extra Cellular Volume and it is calculated as 

  ECV=     7236.06469.0
)()(0215.0 cmheightkgWeight                                              

According to MacKay (2010); BMI is used differently for children. Although, evaluated the 

same way as for adults, it is compared to typical values for other children of the same age instead 

of set thresholds for overweight and underweight. In a report by Center for Disease Control, 

(2013), the BMI percentile was used to compare children of the same sex and age. 

2.2 Review Works of BMI and LBM Predictive Equations 

Jinhua et al. (2019), established a predictive equation of lean body mass suitable for Chinese 

adults. These adults were grouped by sex and then subdivided according to their body mass 

index (BMI). The female group was divided into another two subgroups: the premenopausal and 

postmenopausal subgroups (BMI, height, weight, and age). A stepwise Multilinear regression 

analysis of height, weight, age, and BMI were used to developed Equations. Their results are 

showed that age was proved to have no influence on LBM in the female group while the 

regrouping according to BMI or menopause did not increase the predictive ability of equations. 

Good agreement between LBM evaluated by equation Lean Body Mass Prediction Equation and 

LBM measured by dual-energy X-ray absorptiometry was observed in both the male and female 

groups. Their research was able to establish a Predictive equation of LBM suitable for healthy 

southern Chinese adults using a large sample.  

Several works previously developed anthropometric prediction equations for estimation of LBM. 

However, most of them estimated LBM indirectly by estimating the percentage of body fat 

content [Heitmann (1990); Deurenberg et al., (1991); Gallagher et al., (2000);], while only some 

or not many studies predicted LBM with specifically developed equations [Lee et al., (2017); 

Salamat et al., (2015); Yu et al., (2013); Kulkarni et al., (2013)] 

Yu et al., (2013), stated that a regression equation designed based on morphological statistics, 

such as height and weight, is simple, fast, and inexpensive in calculating LBM and especially 

suitable for studies with large samples. Estimating equation is a way of calculating LBM when 

dual-energy X-ray absorptiometry is not available for babies’ birth measurements. 

3.Method 

The data sets collected from the Federal Medical Centre (FMC), Yanagoa, Bayelsa State, Nigeria 

and University of Port Harcourt Teaching Hospital (UPTH) Babies Birth and Labour Ward, Port 
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Harcourt, Rivers State, Nigeria; consists of 600 males and females birth characteristics for each 

state, a total of 1,200 babies’ measurement from each state. The characteristics variables are 

Lean Body Mass (LBM) (Y1) and Body Mass Index (BMI) (Y2) as the dependent variables; 

Head Circumference (X1), Age of the babies in Days (X2), Height or Length of the babies (X3) 

and Weight of the babies (X4), are the independent variables.  

To build a suitable multivariate regression model that can predict the dependent variables for 

some fixed values of the independent variables. We developed a program that can solve, analyze, 

predict, and determine the outputs of multivariate regression problems using C# programming 

language, since the data sets are large C# programming language is a powerful tool for analysis 

and manipulation of large data sets, using multivariate statistical method. 

Also, to check the efficiency and accuracy of our program in building a suitable multivariate 

regression model; we have chosen multi-purpose mathematics and a statistical package called 

Microsoft office Excel particularly designed for higher dimensional matrix analysis. To analyze, 

predict, and determine the outputs of multivariate regression problems when the sample size is 

30. The result of the developed program and Microsoft office Excel are the same. The Methods 

used in handling Multivariate data were employed,  

In this research, regressing two dependent variables on four independent variables was required. 

Therefore, our assume multivariate regression model for the two dependent variables and four 

independent variables is 
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and the matrix form is  
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                           where 
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 We considered the multivariate extension of the multiple linear regression modelling the 

relationship between m response Yj1, Yj2,. . .,Yjq  and a single set of p predictor variables 

jpjj  ,...,21  . Each of the q response is assumed to follow its own regression model, i.e 

  

jqjpqjqjqqjq

jjppjjj

jjppjjj

e

e

e







422110

22222112022

11221111011

...

.

.

.

....

...







                                (3.3) 

where 

    0
2

1































j

j

j
e

e
e   ,    jeVar                                                    

Conceptually, we can let 

 
jpjjjo  ,...,, 21

  

and denote the predictor variables for the jth trial as 
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The multivariate linear regression model is  

 e                                                                                                       (3.4) 

With 

   0 ie                                                                                                     (3.5) 

and 

   qkiIeeCov ikki ...,2,1,,,                                                           (3.6) 

Note also that the q observed response on the jth trial have covariance matrix  
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The ordinary least square estimates are found in a manner analogous to the univariate 

case- we begin by taking 
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       Collecting the univariate least square estimates yields 

 
     

         







 











 




 1

21

1

21
...ˆ...ˆˆˆ

qq
        (3.8)  

Now for any choice of coefficients 

       qbbb ...21  

The resulting errors matrix is  

                                                                                                                (3.9) 

The resulting Error Sums of Squares and Cross-Products is  
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We can show that the selection    iib ̂  minimizes the ith diagonal sum of squares 
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that both minimized. So we have matrices of predicted values 

  







 




1

ˆˆ                                                                               (3.11) 

and we have a resulting matrices of residuals 

Note that the orthogonality conditions among errors (residuals), predicted values, and columns of 

the design matrix which hold in the univariate case are also true in the multivariate case because  
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     0
1













                                                             (3.12) 

This means that the errors are perpendicular to the columns of the design matrix. 

     0ˆ
1
















e                                                 (3.13) 

and to the predicted values  

     0ˆˆ
1













e                                                             (3.14) 

Furthermore, because  

  êˆ                                                                                                       (3.15) 

we have 

      = ̂ ̂   +   ee ˆˆ


                                                                                   (3.16) 

where     is total sums of squares and cross-products, ̂ ̂  is the predicted sums of squares 

and cross-products and ee ˆˆ


 is the residual (error) sums of squares and cross-products. 

Furthermore, we can test hypothesis about the model parameters. To test the null hypothesis  

  

hypothesisealternativjandiallfor

against

jandiallfor

ij

ij

0:

0:

1

0









                                   (3.17) 

The test statistic is the Wilk’s  given by 

   





p

i

i

1

1
1                                                                                               (3.18) 

where 

 i  is the ith eigenvalues of    
1

ˆ ee  

     eeyynyyn ˆˆˆˆ                                                                 (3.19) 

where    pyyyy ,...,, 21  

The Bartlett’s approximate test statistic is 
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   








 eqpqn log1
2

1
1                                                                 (3.20) 

This test statistic is asymptotically distributed according to the chi-square distribution on 

pq degrees of freedom if the null hypothesis is true. Therefore, the null hypothesis is rejected if  

   is greater than   2

qp
. 

4.Results 

This section deals with data analysis and results presentation from the computerized 

method of solving systems of multivariate regression equations which was compared to multiple 

regression analysis of BMI and LBM on the independent variables.  

Multivariate Regression Equations for Female Bayelsa State Babies 

We estimated the multivariate regression; we have the following Matrices outputs 

                    Outputs 

X'X 

600 205.06 6480 307.35 

205.06 70.695 2227.44 105.0626 

6480 2227.44 158020 3445.9 

307.35 105.0626 3445.9 158.2606 

2006.45 686.747 25154.55 1039.415 

    

    (X'X)-1 

0.609962 -0.56489 0.000745 -0.9131 

-0.56489 1.641413 -0.00013 0.037741 

0.000745 -0.00013 1.79E-05 -0.00089 

-0.9131 0.037741 -0.00089 2.137051 

0.013292 -0.00421 -0.00013 -0.05529 
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(X'Y) 

7609.518 1844.869 

  2602.809 631.2041 

  87605.81 22551.16 

  3896.729 955.6079 

  26210.18 6453.107 

  

    

    β = (X'X)-1(X'Y) 

26.80707 -1.24051 

  -0.44744 0.005863 

  -0.00281 8.38E-05 

  -49.6061 4.603093 

  3.429774 0.584451 

  From the estimated values Matrix above, Equation 3.3 becomes 

  
432

5

12

43211

584.0603.438.8006.0241.1

450.3606.49003.0447.0807.26

jE 




 

From the models built, we notice that X2 for model Y1 and also X1 and X2 for model Y2 

are not significant.  

The estimated values of the dependent variables and residual vectors for female babies, in 

BMI, Bayelsa State were obtained. Then, the residual matrix (2×2) of the dependent variables 

and estimated dependent variables is 

E=(e1,e2)'(e1,e1) 

99171.58 23838.45 

  23838.45 5887.28 

  Then,   
1

ˆ ee  is 

ISSN 2688-8300 (Print) ISSN 2644-3368 (Online) JMSCM, Vol.2, No.1, November 2020

45 Journal of Mathematical Sciences & Computational Mathematics



165.286 39.73075 

39.73075 9.812133 

  0.226736 -0.91809 

-0.91809 3.81939 

 we compute the eigenvalues for adequacy of the model 

 0
8194.39181.0

9181.02267.0









 

We have 0057.004.4 21   and  ; next we obtained the Wilk’s  given in Equation 

(3.20) 

 





p

i

i

1

1
1  = 

   
1973.0

0057.01

1

04.41

1






 

n=600, q=2 and p=4. Then, the Bartlett’s approximate test statistic in Equation 3.24 is  

   4965.966)1973.0(log124
2

1
12600 









 e                                                   

The chi-square distribution on pq (4)(2) degrees of freedom if the null hypothesis is true. 

Therefore, the null hypothesis is rejected if  
  (996.4965) is greater than   5.1505.02

8  . This 

result confirms that there are some independent variables that is 0ij and shows that some 

independent variables explain the dependent variables. 

Multivariate Regression Equations for Male Bayelsa State Babies 

We estimated the multivariate regression; we have the following Matrices outputs 

                     

Outputs 

X'X 

 600 205.94 5461 305.331 2008.3 

205.94 71.2488 1870.64 104.7259 688.1155 

5461 1870.64 92553 2883.223 20851.55 
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305.331 104.7259 2883.223 156.5375 1037.02 

2008.3 688.1155 20851.55 1037.02 7157.395 

     (X'X)-1 

 0.536573 -0.67314 0.00084 -0.66848 0.008566 

-0.67314 1.792913 -0.00027 0.097411 0.003179 

0.00084 -0.00027 3.67E-05 -0.0009 -0.00019 

-0.66848 0.097411 -0.0009 1.587878 -0.04925 

0.008566 0.003179 -0.00019 -0.04925 0.00511 

     (X'Y) 

 7768.482 1838.061 

   2665.05 629.8662 

   74185.32 18726.66 

   3927.095 949.5884 

   26758.66 6477.397 

   β = (X'X)-1(X'Y) 

 40.75155 -1.29951 

   -3.51064 0.054552 

   0.01028 0.000122 

   -82.0464 4.690833 

   4.499173 0.58438 

    

From the estimated values Matrix above, Equation 3.3 becomes 

  
43212

43211

584.0690.40001.0054.0299.1

499..4046.82010.0511.3752.40

j


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From the models built, we notice that X2 for model Y1 and also X1 and X2 for model Y2 

are not significant.  

The estimated values of the dependent variables and residual vectors for male babies, 

Bayelsa State were also obtained. Then, the residual matrix (2×2) of the dependent variables and 

estimated dependent variables is 

E=(e1,e2)'(e1,e1) 

106172.3 24117.78 

  24117.78 5887.687 

  Then,   
1

ˆ ee  is 

176.9538 40.19629 

40.19629 9.812811 

  0.081318 -0.3331 

-0.3331 1.466405 

 we compute the eigenvalues for adequacy of the model 

 0
466.13331.0

3331.00813.0









 

We have 00555.0542.1 21   and  ; next we obtained the Wilk’s  given in 

Equation (3.20). 

 





p

i

i

1

1
1  = 

   
3913.0

00555.01

1

542.11

1






 

n=600, q=2 and p=4. Then, the Bartlett’s approximate test statistic in Equation 3.24 is  

   7.558)3913.0(log124
2

1
12600 









 e                                                   

The chi-square distribution on pq (4)(2) degrees of freedom if the null hypothesis is true. 

Therefore, the null hypothesis is rejected if 
 (=558.7) is greater than   5.1505.02

8  . This 

result confirms that there are some independent variables that is 0ij and shows that some 

independent variables explain the dependent variables. 
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Multivariate Regression Equations for Female Rivers State Babies 

We estimated the multivariate regression model; we have the following Matrices outputs 

                    Outputs 

X'X 

 600 199.94 1842 272.48 1881.74 

199.94 68.0666 629.91 91.1465 635.0541 

1842 629.91 6968 850.14 6226.49 

272.48 91.1465 850.14 125.9054 863.9866 

1881.74 635.0541 6226.49 863.9866 6158.779 

     (X'X)-1 

 0.156182 -0.19786 0.00443 -0.17378 -0.00742 

-0.19786 0.847119 -0.00357 -0.03079 -0.01896 

0.00443 -0.00357 0.001928 0.003127 -0.00337 

-0.17378 -0.03079 0.003127 0.555954 -0.02488 

-0.00742 -0.01896 -0.00337 -0.02488 0.011284 

     (X'Y) 

 9539.761 1621.143 

   3206.801 545.9546 

   30888.69 5282.587 

   4183.605 751.1737 

   30733.09 5267.232 

   

     β = (X'X)-1(X'Y) 

 37.29282 -1.03524 
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6.999274 -0.16288 

   -0.22305 -0.00152 

   -98.7879 4.543285 

   6.958037 0.552516 

   From the estimated values Matrix above, Equation 3.3 becomes 

  
43212

43211

553.0543.40015.0163.0035.1

958.6788.9822305.0999.6293.37

j


 

From the models built, we notice that X2 for model Y2 are not significant.  

The estimated values of the dependent variables and residuals vectors for female babies 

in Rivers State were obtained. Then, the residual matrix (2×2) of the dependent variables and 

estimated dependent variables is 

E=(e1,e2)'(e1,e1) 

171872.6 25542.74 

  25542.74 4547.82 

  Then,   
1

ˆ ee  is 

286.4543 42.57123 

42.57123 7.5797 

  0.021118 -0.11861 

-0.11861 0.798083 

 we compute the eigenvalues for adequacy of the model 

 0
7980.01186.0

1186.00211.0









 

We have 0034.08158.0 21   and  ; next we obtained the Wilk’s  given in 

Equation (3.20). 

 





p

i

i

1

1
1  = 

   
5488.0

0034.01

1

8158.01

1






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n=600, q=2 and p=4. Then, the Bartlett’s approximate test statistic in Equation 3.24 is  

   1.359)5488.0(log124
2

1
12600 









 e                                                   

The chi-square distribution on pq (4)(2) degrees of freedom if the null hypothesis is true. 

Therefore, the null hypothesis is rejected if  
  (359.1) is greater than   5.1505.02

8  . This 

result confirms that there are some independent variables that is 0ij and shows that some 

independent variables explain the dependent variables. 

Multiple regression analysis of BMI and LBM on the independent variables  

Minitab 18 statistical software was used to evaluate each dependent variable on the 

independent variables in Table 4.1, in other to compare the significant parameters estimated with 

the results of multivariate regression equations parameters. 

                                              Table 4.1: Multiple Regression Analysis Results  

Baby 

Sex/Locati

on 

Depe

ndent 

varia

ble 

Independent 

variables 

Term 

Coeffi

cients Standard Error  

Coefficients 

t-

Val

ue 

p-

Val

ue 

R-

squa

re 

  

R-

square 

(adj) 

Female/Ba

yelsa State 

Body 

Mass 

Index  

(Kg) 

Y1 

Constant 

-

1.235

5 0.0158 

-

78.

150 

0.0

00*

* 

93.2

0% 

  

93.16

% 

Head 

Circumference

(M) X1 

-

0.000

7 0.026 

-

0.0

30 

0.9

78 

 

  

 

 

Age (Days) X2 
0.000

087 0.000086 

1.0

10 

0.3

12 

 

  

 

  

Length  (M) 

X3 
4.589

4 0.0296 

155

.05

0 

0.0

00*

* 

 

  

 

    

Wight (Kg) X4 0.585

47 0.00148 

395

.67

0 

0.0

00*

*   

  

  

 

Lime 

Body 
Constant -

1.235
0.0158 

-

78.

0.0

00* 99.9

  

99.89
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Mass 

(Kg)  

Y2 

5 150 * 0% % 

 

Head 

Circumference

(M) X1 

-

0.000

7 0.026 

-

0.0

30 

0.9

78 

 

  

 

 

Age (Days) X2 
0.000

087 0.000086 

1.0

10 

0.3

12 

 

  

 

  

Length  (M) 

X3 
4.589

4 0.0296 

155

.05

0 

0.0

00*

* 

 

  

 

    

Wight (Kg) X4 0.585

47 0.00148 

395

.67

0 

0.0

00*

*   

  

  

Male/Baye

lsa State 

Body 

Mass 

Index  

(Kg) 

Y1 

Constant 

40.72 1.340 

30.

460 

0.0

00*

* 

73.8

0% 

  

73.62

% 

Head 

Circumference

(M) X1 -3.57 2.440 

-

1.4

60 

0.1

44 

 

  

 

 

Age (Days) X2 
0.01 0.011 

0.9

10 

0.3

65 

 

  

 

  

Length  (M) 

X3 
-81.87 2.300 

-

35.

640 

0.0

00*

* 

 

  

 

    

Wight (Kg) X4 

4.491 0.130 

34.

440 

0.0

00*

*   

  

  

 

Lime 

Body 

Mass 

(Kg)  

Y2 

Constant 

-

1.293

4 0.0176 

-

73.

530 

0.0

00*

* 

99.8

7% 

  

99.87

% 

 

Head 

Circumference

(M) X1 

0.046

5 0.0322 

1.4

50 

0.1

49 

 

  

 

ISSN 2688-8300 (Print) ISSN 2644-3368 (Online) JMSCM, Vol.2, No.1, November 2020

52 Journal of Mathematical Sciences & Computational Mathematics



 

Age (Days) X2 
0.000

158 0.000146 

1.0

80 

0.2

79 

 

  

 

  

Length  (M) 

X3 
4.683

5 0.0302 

154

.97

0 

0.0

00*

* 

 

  

 

    

Wight (Kg) X4 0.584

24 0.00172 

340

.61

0 

0.0

00*

*   

  

  

Female/Ri

vers State 
Body 

Mass 

Index  

(Kg) 

Y1 

Constant 37.26

7 0.826 

45.

140 

0.0

00*

* 

88.6

1% 

  

88.53

% 

Head 

Circumference

(M) X1 7.01 1.92 

3.6

50 

0.0

00*

* 

 

  

 

 

Age (Days) X2 

-

0.222

9 0.0917 

-

2.4

30 

0.0

15*

* 

 

  

 

  

Length  (M) 

X3 
-98.74 1.56 

-

63.

420 

0.0

00*

* 

 

  

 

    

Wight (Kg) X4 

6.957 0.222 

31.

350 

0.0

00*

*   

  

  

 

Lime 

Body 

Mass 

(Kg)  

Y2 

Constant 

-

1.042

2 0.0122 

-

85.

600 

0.0

00*

* 

99.6

6% 

  

99.66

% 

 

Head 

Circumference

(M) X1 

-

0.156

3 0.0283 

-

5.5

20 

0.0

00*

* 

 

  

 

 

Age (Days) X2 

-

0.001

59 0.00135 

-

1.1

80 

0.2

39 

 

  

 

  

Length  (M) 4.554
0.023 

198 0.0
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X3 7 .38

0 

00*

* 

 

  

Wight (Kg) X4 0.552

48 0.00327 

168

.86

0 

0.0

00*

* 

 

  

  Footnote: ** significant at 5%. 

The results in table 4.1 confirms that there are some independent variables explain the 

dependent variables as determine by the multivariate regression method. Multiple regression 

technique was used to check efficiency and accuracy of our program in building a suitable 

multivariate regression model. 

5. Summary and Conclusion 

Multivariate regression was used to analyze baby’s birth measurements. This tool is judged to be 

appropriate since there are two dependent variables and several independent variables as usually 

in real life situation. We also discovered during the course of this study that with the manual 

method of calculation, there is bound to be error in calculation. Also, if the dependents and 

independents exceed two each, the solution becomes too cumbersome when applying multiple 

regression technique.  Furthermore, this work was able to fit a multivariate regression model 

(MRM) to the data collected and its coefficients (parameters). Obtain the matrices of fitted 

values and residuals. Test the significance of the multivariate regression model (MRM) 

parameters. Used Bartlett’s approximation test statistic to test if any single variable yj is to be 

predicted from all the independent variables in the system. 

6.Conclusion 

Several multivariate regression models were established to the data sets collected. From the 

models built, we notice that X2 (Age in Days) for model Y1 and also X1 [Head Circumference 

(CM)] and X2 (Age in Days) for model Y2 are not significant for female and male in Bayelsa 

State, while X2(Age in Days) for model Y2 are not significant for female and male in Rivers 

State.This result confirms that there are independent variables that is 0ij , some of which 

explain the dependent variables.  
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